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Abstract

The rapid advancement of technology has required appropriate strategies to achieve
accurate and optimal results. Among these, machine learning has become one of the
most widely applied technologies across various domains, including healthcare, due
to its ability to process large volumes of data and produce reliable predictions. One
critical health problem that can benefit from these approaches is malnutrition among
toddlers, which continues to pose challenges to growth, development, and long-term
well-being. This analysis aims to identify the most effective and efficient algorithms
for classifying the nutritional status of toddlers based on anthropometric data. The
review is grounded in relevant journal articles aligned with the research topic, which
serve as the primary sources for synthesis. The selected studies underwent four
stages of identification, selection, evaluation, and analysis to ensure both credibility
and reliability. The analysis focuses on three main aspects: dataset characteristics,
algorithms applied, and outcomes reported. Based on algorithm usage, three
implementation strategies were identified: single model, multi-model, and model
combination. The overall findings reveal that studies utilizing datasets with fewer
than 500 records can effectively apply algorithms such as Random Forest, Decision
Tree, and Naive Bayes Classifier, which consistently achieve accuracy rates above
90%. For datasets exceeding 10,000 records, the XGBoost algorithm is recommended
due to its scalability and efficiency in handling large-scale data. For datasets ranging
between 500 and 10,000 records, hybrid approaches such as the C4.5 algorithm
combined with Particle Swarm Optimization are preferable, with previous studies
demonstrating an accuracy of 94.49%. This review highlights that algorithm selection
should be adjusted according to dataset size and clinical needs. The findings provide
valuable insights to support researchers, practitioners, and policymakers in
developing accurate and effective solutions for toddler nutrition assessment.

. Introduction
the nutritional
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of 2009 on Health, nutritional development aims to
status of

The rapid growth of digital technology has greatly
changed many aspects of life, particularly in the
healthcare field [1]. New technologies, such as large-
scale data analytics and cloud-based infrastructures,
have reshaped the landscape of information management
by enhancing decision-making processes and improving
the precision of medical diagnoses and health predictions
[2]. Machine learning technology has shown great
potential in revolutionizing modern healthcare services
through large-scale data analysis. This technology can
provide deeper insights, enhance the system’s ability to
predict outcomes, and support healthcare professionals in
delivering more personalized and patient-centered care.
Therefore, machine learning has now become a crucial
tool in addressing various issues in the medical field,
including the classification and prediction of nutritional
status in early childhood [1].

The Indonesian government has emphasized the
importance of nutritional development through national
health policies [1]. According to Article 141 of Law No. 36

improve individuals and
communities by promoting better dietary patterns based
on the 13 Guidelines for Balanced Nutrition (PUGS) and
by strengthening family awareness regarding nutrition [3].

One of the major health concerns in Indonesia is
malnutrition among toddlers [4], [5], [6]. As stated by the
WHO in 2010, a stunting prevalence between 30-39% is
considered high, while a rate of 40% or above falls into
the very high category. Indonesia is listed as one of the
five countries with the highest stunting prevalence in the
world, at 30.8%, following India, China, Nigeria, and
Pakistan [7]. Additionally, the WHO reported in 2020 that
over 47 million children globally suffer from underweight,
while 38 million are classified as overweight [8], [9], [10].
As of 2022, an estimated 148.1 million children under five
were classified as stunted, 45 million were experiencing
wasting, and 37 million were categorized as overweight,
based on height-for-age indicators [8].

Nutritional status in toddlers is a critical factor that
influences their physical and cognitive development, with
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long-term effects on health, productivity, and well-being
[9], [10], [11], [12]. It significantly influences the
development of an individual's future potential.
Consequently, toddler nutrition must be prioritized and
addressed promptly and accurately as a public health
concern [13], [14], [15].

Nevertheless, conventional approaches to evaluating
nutritional status still depend largely on the manual
gathering of anthropometric measurements, including
weight, height, and body mass index (BMI) values. These
methods are often inefficient, time-consuming, and prone
to human error, and results can vary depending on the
skills of healthcare personnel [16]. Therefore,
implementing machine learning-based technology is
necessary to enable real-time data monitoring, enhance
the accuracy of analyses, and support more efficient and
responsive healthcare services.

Several previous studies have explored the application
of intelligent computing techniques, particularly those
utilizing machine learning models, to address the issue of
nutritional status classification in toddlers. Various
algorithms, such as the Naive Bayes Classifier, Support
Vector Machine (SVM), Random Forest, and Logistic
Regression, have been employed to analyze
anthropometric data and other relevant indicators for
classification purposes. The majority of these studies
have reported that machine learning algorithms can yield
high classification accuracy and are reliable for predicting
nutritional status. Although some studies have focused on
specific datasets, the findings consistently demonstrate
the potential of machine learning in nutrition-related data
analysis.

Nevertheless, there are still research gaps that need
to be addressed, such as model optimization, parameter
selection, and the integration of more complex data types.
These gaps provide opportunities for further studies to
improve the reliability and scalability of data-driven
classification systems. Based on the above background,
this study aims to conduct a systematic literature review
on the application of machine learning algorithms for the
classification of toddler nutritional status. This review will
identify the most effective algorithms, types of datasets
used, and performance outcomes. The findings are
expected to contribute to the development of more
accurate and efficient nutritional classification systems,
ultimately supporting sustainable efforts in malnutrition
prevention.

Il. Materials And Method
A. Machine Learning

Machine learning is a technology that is widely applied in
various research domains, as it enables systems to derive
knowledge from data and enhance their capabilities
without relying on manually written instructions. By
integrating human creativity, machine learning is applied
to solve complex problems, particularly those related to
data mining and statistical modeling. The main advantage

of this technology lies in its ability to enhance system
quality, efficiency, and performance while producing
highly accurate solutions. Moreover, the outcomes
generated through machine learning processes can be
presented and interpreted in a straightforward manner,
making them easy for users to understand [17], [18], [19],
[20]. The Naive Bayes algorithm can be formulated using
Eq. (1) as follows [21], [22]:
_ P(X|C)pPcd

P(Ci|X) = T (1)
where P(C;|X) represents the posterior probability of class
C; given data X. K-Nearest Neighbor uses the Euclidean
distance to measure the similarity between data points, as
shown in Eq. (2) as follows [23], [24]:

Yoo (i — x2)? (2)
where x,; and x,; are the feature values of the two data
points being compared. The Support Vector Machine
(SVM) aims to find the optimal separating hyperplane,
which can be expressed using Eq. (3) as follows [25]:

f(x)=w-x+b 3)
where w is the weight vector and b is the bias term. The
C4.5 algorithm determines the best attribute for splitting
using the Gain Ratio, as presented in Eq. (4) as follows
[26]:

dis (x1,x;) =

Gain (s,j)
Splitinfo(s,j) (4)
Logistic regression estimates probabilities using the
sigmoid function, which is defined in Eq. (5) as follows
[25]:

GainRatio(s,j) =

f) =—= (5)
Adaptive boosting (AdaBoost) minimizes classification
errors by adjusting weights, as expressed in Eq. (6) as
follows [25]:

error(M;) = Y9, w; xerr (X;) (6)

where w; is the weight of instance j and err (X;)

represents its error value.

B. Dataset

The dataset used in this study was obtained from

published scientific journal articles relevant to the topic of

toddler nutritional status classification using machine

learning algorithms. The data analyzed included

information available within the selected articles, such as

the type of data (primary or secondary), sample size, data

sources, and the parameters applied in each study. Some

datasets are publicly available online, while others are

institution-specific and can only be accessed through

official health organizations. Examples of dataset sources

referenced in the reviewed studies include:

a. Kaggle: https://www.kaggle.com/datasets

b. WHO Child Growth Standards:
https://www.who.int/tools/child-growth-standards

c. Indonesian Basic Health Research:
https://www.litbang.kemkes.go.id/riskesdas

C. Data Collection

Data were gathered through a literature review conducted

using various well-established academic sources,
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Fig. 1. Framework of the literature review process for data collection and analysis.
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including Google Scholar, Scopus, and IEEE Xplore. The
literature retrieval process utilized Boolean logic and
specific keywords to identify relevant studies. From the
initial search results, 12 journal articles were identified as
potentially relevant based on their tittles and research
focus. A preliminary screening was then conducted by
reviewing the abstracts of each article to assess their
alignment with the objectives of this study. Articles that
were not relevant, such as those that did not discuss
toddler nutritional status or did not apply machine learning
algorithms, were excluded. After this screening process,
a total of seven (7) journal articles were selected for
further analysis.

D. Data Processing

Data processing in this research was carried out through
four main stages, as shown in Fig. 1. The four stages are
searching, selection, evaluation, and analysis. The
literature search stage used reputable academic
databases such as Google Scholar, Scopus, and |IEEE
Xplore. The search focused on the topic of applying
machine learning algorithms for the classification of
nutritional status of toddlers with a publication year range
between 2019 and 2025. Keywords used included
Boolean combinations such as “machine learning” AND
(“classification of nutritional status of toddlers” OR
“nutrition prediction” OR “child nutrition”). Additional filters
applied included full-text access as well as English-
language articles. From this process, 12 articles were

collected, which were considered relevant to the research
topic.

During the selection process, studies were screened
based on predefined inclusion and exclusion criteria.
Articles published from 2019 to 2025 and written in
English were considered eligible for inclusion, specifically
those that implemented machine learning algorithms for
classifying the nutritional status of toddlers. Meanwhile,
exclusion criteria included articles that only described
nutritional measurements without classification, articles
that did not present model evaluation metrics, and studies
that did not have a clear methodology.

The articles that passed the selection were screened
again using the PRISMA principles, with a focus on clarity
of methods, adequate sample size, and completeness of
reporting evaluation metrics. Of the 12 initial articles, five
(5) were excluded because they did not meet evaluation
standards, while seven (7) articles that met these criteria
were analyzed further.

The analysis stage conducted on the seven (7)
selected articles aimed to explore in more detail the
machine learning algorithms applied, the sample data
used, and the research results presented in each study.
Each article was analyzed based on its methodological
approach, classification accuracy, and contribution to the
field of toddler nutritional status classification. The results
of the analysis were then synthesized to draw conclusions
that not only answer the research objectives but also
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identify challenges, opportunities, and research gaps that
can become the basis for future studies.

The data extraction process was carried out manually
by the author independently, using a structured
spreadsheet. The data collected includes the algorithm
used, data source, number of samples, as well as
evaluation metrics such as accuracy, precision, recall, and
F1-score. To maintain consistency, any differences in
interpretation between authors were resolved through
discussion until consensus was reached. This approach
was employed to ensure the validity and reliability of the
data before it was synthesized.

lll. Results
Here are seven articles that will be analyzed in more
depth:

A. Data Used

1) Machine Learning Method to Predict the Toddler’s
Nutritional Status [27].

2) Classification of Health and Nutritional Status of
Toddlers Using the Naive Bayes Classifier [28].

3) A Machine Learning Approach for Obesity Risk
Prediction [25].

4) Prediction of Early Childhood Obesity with Machine
Learning and Electronic Health Record Data [29].

5) Classification System of Toddler Nutrition Status
using Naive Bayes Classifier Based on Z-Score Value
and Anthropometry Index [21].

6) Multiclass Classification of Toddler Nutritional Status
using Support Vector Machine: A Case Study of
Community Health Centers in Bangkalan, Indonesia
[30].

7) Toddler Nutritional Status Classification Using C4.5
and Particle Swarm Optimization [26].

Table 1. Dataset characteristics and parameters detail used in toddler nutritional status classification research.

No Type of Number of Samples | Type of Data Data Source Parameters Used
Research
1 Quantitative 200 toddler data Secondary Kaggle [27] Age, weight, height, BMI
Y . Anthropometric data from Gender, age, weight,
2 Quantitative 21 toddler data Primary Posyandu [28] height
Data collected from Parameters vary by the
3 Quantitative 1100 toddler data Primary various places and vary by
algorithm
classes [25]
Electronic Health Records
s . . (EHR) from Children’s . .
4 Quantitative | 850.520 patient data Primary Hospital of Philadelphia Height, weight, BMI, age
[29]
5 Quantitative 225 toddler data Primary Anthropometric data [21] Gender,h:ig;;],twmght,
o . Bangkalan District Health . .
6 Quantitative 473 toddler data Primary Office [30] Weight, height, z-score
Nutritional status Gi’;?er:’t ?rg]J:éshuerlngér?tnd
7 Quantitative 3961 toddler data Primary monitoring data from Riau 9 : ;
. method (standing or lying
Province [26] down)

The analysis results in Table 1 show that all studies use a
quantitative approach, because they rely on statistical
processing of numerical data to produce measurable,
objective, and accurate outcomes. There are three
important characteristics of the dataset, namely the
amount of data, data source, and type of parameters,
which greatly influence the results of the machine learning
algorithm in classifying the nutritional status of toddlers.
Research with small datasets (for example, only 21
toddler records) is suitable for using simple algorithms
such as Naive Bayes because it is easy to train and quite
accurate, even though the data are limited, but the results
can be less stable if tested on other data. Meanwhile,
large datasets (such as 850,520 patient records from

hospitals) require algorithms such as XGBoost or Neural
Network, which are strong and fast in processing large
amounts of data. Apart from that, the data source also
influences the quality and accuracy of the results. The use
of primary data (collected directly from Posyandu or
Puskesmas) tends to be more accurate and consistent
because data collection is controlled by the researchers
themselves. In contrast, research with secondary data
from open sources such as Kaggle is more accessible but
may contain errors or be unsuitable for local conditions.
The type of parameters or features used determines the
accuracy of the resulting classification. General
parameters such as age, weight, and height are almost
always used in every study. Some studies have added
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features such as BMI and Z-score, which provide more
specific information for nutritional status assessment,
thereby increasing model accuracy. There are even
studies that noted the method of height measurement
(e.g., standing or lying), indicating attention to detail that
could potentially influence classification results. Overall,
the selection of an algorithm must consider the
characteristics of the dataset.

B. Algorithm Used

Machine learning offers a variety of algorithms that can be
applied to research related to the classification and
prediction of toddler nutritional status. Some of the most
commonly used algorithms include the Naive Bayes
Classifier, Random Forest, Support Vector Machine
(SVM), Decision Tree, and K-Nearest Neighbor (KNN).
Among these, the Naive Bayes Classifier is frequently
chosen due to its simplicity, computational efficiency, and
ability to deliver good results even with relatively small
datasets.

The analysis in Table 2 reveals three main
approaches to the implementation of machine learning
algorithms: single-model, multi-model, and hybrid-model
approaches. The single-model approach is typically used
in simple studies, where only one algorithm is
implemented to classify or predict nutritional status. The
multi-model approach involves comparing multiple
algorithms within a single study to determine which one
performs best based on evaluation metrics such as
accuracy. Meanwhile, the hybrid-model approach
combines classification algorithms with optimization
techniques, such as Particle Swarm Optimization (PSO),
to enhance model performance in terms of both accuracy
and efficiency. These three approaches reflect the

applications, particularly in the context of toddler health
data analysis, and demonstrate researchers' efforts to
develop the most optimal and reliable classification
models.

Table 2. Summary of machine learning algorithms
applied in toddler nutritional status classification
research.

Number of

No Algorithms

Detail Algoritma

Naive Bayes Classifier, Linear
Discriminant Analysis, Decision
Tree, K-Nearest Neighbor, Random
Forest, and Support Vector Machine

Naive Bayes Classifier

k-Nearest Neighbor, Random
Forest, Logistic Regression,
Multilayer Perceptron, Support
Vector Machine, Naive Bayes
Classifier, Adaptive Boosting,
Decision Tree, and Gradient
Boosting Classifier

Decision Tree, Gaussian Naive
Bayes, Bernoulli Naive Bayes,
Logistic Regression, Neural
Network, Support Vector Machine,
dan XGBoost

Naive Bayes Classifier

Support Vector Machine

Algoritma C4.5 dan Particle Swarm
Optimization

C. Research Result

evolving and flexible nature of machine

learning

Table 3. Comparative evaluation of machine learning algorithms for toddler nutritional status classification
across multiple performance metrics.

No Evaluation Metrics

Results

Conclusion

Accuracy, sensitivity,
specificity, Area Under
1 the Curve (AUC),

Cohen’s Kappa
Coefficient (CKC)

Random Forest : 97.37%, 95%, 98.81%,
99.9%, 96.09%
Decision Tree : 97.37%, 95%, 98.81%,
96.67%, 96.09%
Support Vector Machine : 96.09%, 85%,
96.7%, 95%, 88.05%

Linear Discriminant Analysis : 92.11%,
88.53%, 96.96%, 99.31%, 92.11%
Naive Bayes Classifier : 89.47%, 86.26%,
96.2%, 98.01%, 84.46%
k-Nearest Neighbor : 73.68%, 65.24%,
89.85%, 89.95%, 59.92%

The recommended algorithms based
on high evaluation metric values are
Random Forest and Decision Tree.

2 Accuracy

Naive Bayes Classifier : 95.77%

The Naive Bayes Classifier algorithm
demonstrates good performance with
an accuracy score close to 100%.
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Accuracy, sensitivity,
3 specificity, precision,
recall, F;- score.

Logistic Regression : 97.09%, 100%, 100%,
7%, 97%, 97%

Naive Bayes Classifier : 86.04%, 100%,
100%, 86%, 86%, 86%
k-Nearest Neighbor : 77.5%, 100%, 100%,
79%, 7T7%, 77%

Random Forest : 72.3%, 94.11%, 100%,
57%, 72%, 63%

Adaptive Boosting : 70.3%, 90.69%, 100%,
57%, 70%, 61%

Decision Tree : 70.3%, 90.19%, 100%,
57%, 70%, 61%

Multilayer Perceptron : 66.02%, 100%,
65.38%, 49%, 66%, 56%

Support Vector Machine : 66.02%, 100%,
nan, 53%, 66%, 56%.

Gradient Boosting Classifier : 64.08%,
78.43%, 100%, 55%, 65%, 57%

Logistic Regression yielded the
highest evaluation scores, making it
the best-performing model in the
study.

Accuracy, sensitivity,

XGBoost : 66.14%, 63.27%, 30.90%,
44.60%
Decision Tree : 66.11%, 60.83%, 29.70%,
43.28%
Support Vector Machine : 64.79%, 61.65%,
29.99%, 43.63%
Logistic Regression : 64.81%, 61.68%,

The XGBoost algorithm showed the

4 . highest values among all metrics
precision, F;- score. 30%, 43.65% .
Neural Network : 63.67%, 60.33%, 29.61%, evaluated in the study.
43.05%
Gaussian Naive Bayes : 63.23%, 59.76%,
29%, 45.59%
Bernoulli Naive Bayes : 61.76%, 58.11%,
28.06%, 41.47%
Naive Bayes Classifier from 175 toddler data
(Accuracy: 100%) The Naive Bayes Classifier algorithm
5 Accuracy — 44.58% classified as is highly recommended, with the Z-
undernourished score method achieving 100%
— 36.58% as normal accuracy.
— 18.86% as overweight
R, The SVM algorithm was able to
6 Accuracy Support Vector Machine : 76% classify the data with 76% accuracy.
The combination of C4.5 and PSO
7 A Algoritma C4.5 dan Particle Swarm optimization demonstrated strong
ccuracy

Optimization (PSO) : 94.49%

performance with an accuracy score
of 94.49%.

In Table 3, the most frequently used algorithm is the Naive
Bayes Classifier, which appears in four of the seven
studies. Several studies report that this algorithm is able
to achieve up to 100% accuracy on certain datasets,
showing high performance, especially with data that have
a limited number of samples. In addition, the Random
Forest, Decision Tree, Logistic Regression, and C4.5 +
PSO algorithms also show superior performance with
accuracy above 94%, as well as relatively high sensitivity
and precision. Fig. 2 presents a heatmap depicting the
relative strength of each metric using a color gradient, with
dark blue representing the highest values. Based on the
heatmap, it appears that algorithms such as Random
Forest and Decision Tree demonstrate superior

performance in terms of accuracy and sensitivity metrics.
Meanwhile, Logistic Regression demonstrates superiority
across almost all evaluation metrics. Conversely,
algorithms such as Gradient Boosting, XGBoost, and
Neural Network exhibit inconsistent performance,
particularly in terms of the F1-score metric, indicating an
imbalance between precision and recall. It should be
noted that not all algorithms were reported with all five
metrics simultaneously in every study. Some values in the
heatmap are empty (zero values), not because of low
performance, but because the metrics were not reported
in the source article. This is one of the limitations of the
synthesis process.
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Random Forest 97.37
Decision Tree 97.37
SVM 96.09

Linear Discriminant Analysis 92.11

100.00

Naive Bayes
KNN 77.50

Logistic Regression 97.09

Algorithm

Adaptive Boosting 70.30
Multilayer Perceptron 66.02
Gradient Boosting 64.08
XGBoost 66.14 30.90
Neural Network 63.67 29.61

C4.5 + PSO 94.49 0.00

|
Accuracy Precision

recall, sensitivity, and f1-score.

Evaluation Matrix

Fig. 2. Comparative performance heatmap of machine learning algorithms using accuracy, precision,
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90.69

Nilai Metrik (%)

- 40
100.00

78.43

0.00 63.27 44.60 -20

0.00 60.33 4.05

0.00 0.00 0.00

I | |
Recall Sensitivity Fl-score

A bar chart presented in Fig. 3 visualizes the primary
performance metrics, including accuracy, precision,
recall, sensitivity, and F1-score, for each algorithm. This
visualization shows that Logistic Regression has a very
stable performance across all metrics (around 97—100%
each). In contrast, algorithms such as Neural Network and
XGBoost show value inequality, with low precision and
F1-score despite fairly high sensitivity. This indicates that
although the model can detect minority classes, the
prediction results are less precise (low precision).

By considering all the visual and numerical results
presented, it can be concluded that the Random Forest,
Decision Tree, and Logistic Regression algorithms are the
most recommended models for classifying the nutritional
status of toddlers, especially in the context of practical
implementation in the health sector. Meanwhile, although
Naive Bayes shows good results in some studies, its
performance is highly dependent on the characteristics of
the dataset. Furthermore, complex algorithms such as
XGBoost and Neural Network, despite their potential,
require more attention to interpretability and metric
stability, especially for clinical applications.

IV. Discussion

This review synthesizes findings from seven studies that
applied machine learning (ML) algorithms to classify the
nutritional status of toddlers based on anthropometric
data. All evaluation metrics (accuracy, precision,
recall/sensitivity, specificity, F1-score, AUC, and Cohen’s
Kappa) were extracted verbatim from the original articles
to maintain authenticity and ensure cross-study
consistency. However, confidence intervals, standard

errors, and p-values were generally absent, therefore
analyses are descriptive rather than meta-analytic.

The interpretation of results shows that model
performance is strongly influenced by dataset size and
metric completeness. In small- to medium-sized datasets,
Random Forest and Decision Tree achieved 97.37%
accuracy with 95% sensitivity and 98.81% specificity
(n=200) [27]. In contrast, Logistic Regression
demonstrated the highest stability in larger primary
datasets (n=1,100), achieving 97.09% accuracy, 100%
sensitivity, and 100% specificity, thus outperforming
Random Forest (72.3% accuracy) and Adaptive Boosting
(70.3%) [25]. Naive Bayes appeared in four out of seven
studies, showing accuracy between 86.04% and 100%,
including a case with 175 toddlers where it reached 100%
accuracy using the Z-score method [21], [28]. Conversely,
in very-large-scale electronic health record (EHR) data
(n=850,520), XGBoost achieved only 66.14% accuracy
with 30.90% precision and 44.60% F1-score, indicating
challenges with class imbalance and noise. Hybrid
approaches, such as C4.5 combined with Particle Swarm
Optimization (PSO), reached 94.49% accuracy on 3,961
samples [26], highlighting the value of optimization
methods for medium- to large-sized curated datasets.

When compared with similar studies, these findings
are consistent. Logistic Regression achieved 96%
accuracy in the classification of child nutrition in Malaysia
as reported by Gustriansyah et al. [27], in line with the
high stability found in these observations. Random Forest
achieved 98% accuracy in monitoring child health with a
dataset of more than 10,000 samples according to Pang
et al. [29], confirming its scalability. This comparison
supports that dataset size greatly influences model
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effectiveness: simple models such as Naive Bayes or
Decision Tree excel on small datasets, whereas complex
models such as XGBoost are better suited for large-scale
data, as long as data imbalance and interpretability are
taken into account.

Several limitations must be acknowledged. Some
studies relied on very small datasets (as few as 21
samples) [28], which increase the risk c. -._....ling and
reduce generalizability. Many studies also failed to report
complete evaluation metrics, such as AUC or F1-score,
thereby limiting cross-study comparability. In addition,
only seven articles were included in this review, and most
did not disclose preprocessing methods or statistical
uncertainty measures. Potential publication bias and the
lack of access to raw data further limit the validity of this
synthesis.

The implications of this review are threefold. First,
interpretable models such as Decision Tree and Naive
Bayes appear to be most suitable for community
healthcare centers such as Posyandu, where
transparency and accountability are crucial. Previous
studies have already demonstrated accuracies between
90% and 100% in these contexts [21], [28], [30]. Second,
larger healthcare institutions managing extensive EHRs
may employ complex models such as XGBoost or Neural
Network, but these should be accompanied by class
imbalance handling and interpretability techniques such
as SHAP or LIME to maintain trust. Third, future research
should encourage open data policies, the complete and
standardized reporting of evaluation metrics, and the
exploration of hybrid approaches like C4.5 + PSO (which
reached 94.49% accuracy) to improve both predictive
performance and clinical applicability.

V. Conclusion

The findings of this study indicate a significant variation in
how machine learning techniques are utilized to classify
toddler nutritional status, particularly in terms of dataset
sizes, selected parameters, and algorithm types. Sample
sizes in the studies reviewed ranged from 10 to more than
850,000 records, with common parameters including
gender, age, weight, height, body mass index (BMI), and
Z-score values. The algorithms used included Naive
Bayes, Random Forest, Decision Tree, Logistic
Regression, and SVM, as well as combinations of models
such as C4.5 with PSO. Algorithm implementation was
divided into three main approaches: single-model, multi-
model comparison, and hybrid-model approaches. In
general, algorithms such as Random Forest, Decision
Tree, and Logistic Regression demonstrated high
accuracy (297%), while Naive Bayes is able to achieve
100% accuracy on small and structured datasets.
Combination models such as C4.5 + PSO have also
proven effective with an accuracy of 94.49%. In contrast,
algorithms such as K-Nearest Neighbor (KNN) and
Gradient Boosting demonstrated lower performance in
some studies. These findings suggest that algorithm

selection needs to be adapted to the characteristics of the
dataset. For small datasets (<500 samples), algorithms
such as Random Forest, Decision Tree, and Naive Bayes
are recommended. For medium datasets (500-10,000
samples), combination models such as C4.5 + PSO are
more suitable. Meanwhile, for large datasets (>10,000
samples), XGBoost is recommended because of its ability
to handle large-scale computational processes. To
increase accuracy and generalization, it is recommended
that future studies use primary data to ensure data quality
and contextual relevance. With proper implementation,
machine learning algorithms have the potential to become
effective tools in decision-making for preventing
malnutrition and improving the nutritional status of
children.
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