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ABSTRACT This paper presents a novel PyTorch model integrated with a Tkinter-based Recycling Recommendation
Application to address the pressing issue of waste management. Our waste prediction and classification model achieve high
precision by leveraging advanced machine learning techniques and a large dataset. We improve classification accuracy and
speed using pre-trained models and transfer learning, which is critical for effective waste management. The accompanying
Tkinter application improves recycling recommendations by allowing users to input information through an intuitive interface.
Our PyTorch model has exceptional accuracy, scoring 99% on the training set and approximately 96% on validation, which is
supported by robust stratified cross-validation. This fusion of cutting-edge machine learning and user-centered design
represents a significant step toward more efficient waste management and environmentally friendly waste disposal practices.
The system's potential for widespread adoption is highlighted by its accuracy in categorizing various waste items and providing
tailored solutions, resulting in a positive environmental impact.

INDEX TERMS Tkinter, Waste Management, pyTorch, Recycle

I. INTRODUCTION
In today's environmental landscape, waste management
emerges as a critical challenge, demanding innovative

image identification. Despite these advances, there are still
considerable research gaps in the field, notably in terms of
user interface, scalability, and model generalizability across

solutions to ensure efficient and sustainable practices. With
the escalating volumes of waste generation and the
associated environmental concerns, traditional disposal
methods prove inadequate in addressing the complexities of
modern waste streams. Consequently, there is a pressing
need to develop advanced approaches that can mitigate
pollution, habitat destruction, and resource depletion
associated with improper waste management practices.
Several significant studies in waste management research
have looked into how machine learning approaches might
improve trash classification accuracy and efficiency. Notable
among these attempts are the works of Thung and Yang, who
achieved substantial accuracy on their garbage picture
dataset by combining ResNet-50 with support vector
machines (SVM). Additionally, Li et al. presented GCNet, a
unique fusion of Vision Transformer, DenseNet, and
EfficientNetv2, which shown good performance in garbage

different waste kinds and datasets (FIGURE 1).

In response to these problems, this study aims to create
aunique PyTorch model that is coupled with a Tkinter-based
recycling recommendation application. Our goal with trash
categorization systems is to enhance accuracy, speed, and
user engagement by integrating cutting-edge machine
learning algorithms and intuitive interface design. This work
advances the area by providing a holistic solution that
combines sophisticated machine learning and user-centered
design concepts, opening the path for more effective and
sustainable waste management techniques. We hope to make
substantial contributions to the preservation of our planet's
resources and habitats by developing cutting-edge
technologies and raising environmental awareness.

Il. LITERATURE REVIEW
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The 50-layer residual net pre-train (ResNet-50)
Convolutional Neural Network model, which functions as an
extractor and machine learning tool, is used by the authors to
develop an intelligent waste material classification system.
Support vector machines (SVM) are then used to classify the
waste into various groups and types, such as glass, metal,
paper, and plastic, among others. Gary Thung and Mindy
Yang's trash image dataset is used to test the proposed
system, and it achieves an accuracy of 87% on the dataset.
With the suggested waste material classification system, the
waste separation process will be quicker and more intelligent
while requiring less human intervention [1].

FIGURE 1. Solid waste management illustration

Garbage is a resource that is not fully utilized, and
classifying garbage is one way to maximize its potential.
Some deep learning models are used for garbage image
recognition in order to achieve the automation of garbage
classification. This paper proposes a novel garbage image
recognition model, Garbage Classification Net (GCNet),
based on model fusion and transfer learning. The neural
network model of GCNet is built by combining Vision
Transformer, DenseNet, and EfficientNetv2, respectively,
after garbage image features have been extracted. The
dataset has been expanded through data augmentation; the
resulting dataset contains 41,650 garbage images. The results
of the experiments demonstrate that the suggested model has
good convergence, a high recall rate and accuracy, and a
short recognition time when compared to other models [2].
Six distinct waste materials were used in the training and
testing of the suggested techniques and Al-based deep
learning techniques. A higher classification success rate was
attained than the other artificial intelligence-based
techniques covered in the study, with 89.72% with the
suggested Xception CutLayer method and 85.77% with the
InceptionResNetV2 CutLayer method, according to the
results of training and testing [3].

The suggested system can be used with a mobile app or
on a server. A faster region-based convolutional neural
network (R-CNN) was used to identify the category and size
of the waste equipment in the images, while a deep learning
convolutional neural network (CNN) was used to classify the
type of e-waste. This is a novel method of classification and

identification using neural networks for image analysis. The
chosen e-waste categories had recognition and classification
accuracy ranging from 90 to 97%. Following the automatic
recognition and classification of the waste's size and
category from the uploaded images, e-waste collection
companies can create a collection plan by allocating a
suitable number of vehicles and payload capacity for a given
e-waste venture [4].

An architecture for classifying litter into the categories
listed in the benchmark approaches is presented in this paper.
EfficientNet-BO was the architecture utilized for
classification. These are Google's proposed compound-
scaling models, which have an accuracy of 74% to 84% in
top-1 over ImageNet after being pretrained on ImageNet.
This study suggests optimizing the EfficientNet-BO model
for effective classification of images that are unique to
certain demographic regions. A highly customized model for
classification that is highly optimized for a specific region is
produced by this kind of model tuning over transfer learning.
It was demonstrated that such a model required a
significantly smaller number of parameters than the B3
model, while maintaining accuracy levels comparable to
those of EfficientNet-B3 [5].

Intelligent waste management systems have a strong
basis thanks to the body of research on waste classification
with deep learning models. Nonetheless, a number of
research gaps present chances for the planned project to be
investigated further. First off, it is necessary to evaluate the
generalizability of the model across a variety of datasets due
to the specificity of some datasets, especially the trash image
dataset created by Gary Thung and Mindy Yang. The
question of how transferable and flexible these methods are
to different waste recognition tasks is brought up by the
merging of models in Garbage Classification Net (GCNet).
It is crucial to conduct a thorough performance comparison
with well-known models such as ResNet-50 and SVM-based
classification, taking into account aspects like computational
efficiency and real-time processing capabilities in addition to
accuracy.

Systems that are integrated with servers or mobile apps
should be carefully examined for scalability and practicality.
Moreover, the categorization of electronic waste, or "e-
waste," presents a distinct set of difficulties that demand
investigation. The study employing EfficientNet-BO
suggests region-specific optimization, which begs further
research into its potential application to waste classification
while taking geographic variances into account. Ultimately,
it is imperative to conduct a thorough analysis of the decrease
in human intervention, taking into account ethical and
societal acceptance. Furthermore, a review of the
environmental impact of waste classification systems can
highlight their beneficial effects on recycling rates and
environmental damage reduction. A major environmental
concern is waste management, and encouraging recycling
programs depends heavily on the accurate categorization and
forecasting of waste kinds. We present an enhanced pytorch

Accredited by Ministry of Research and Technology /National Research and Innovation Agency, Indonesia

Decree No: 200/M/KPT/2020

Journal homepage: http:/ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijecemi

44


http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi

Indonesian Journal of Electronics, Electromedical Engineering, and Medical Informatics

Multidisciplinary : Rapid Review : Open Access Journal

Vol. 6, No. 1, February 2024, pp.43-51 e-ISSN: 2656-8624

model in this work for waste prediction and classification.
To promote sustainable waste disposal practices, we also
present a Recycling Recommendation Application with an
intuitive Tkinter interface. The goal of combining cutting-
edge machine learning methods with user-centered design is
to make waste management systems more effective. The
model gained accuracy of 99% on training and
approximately 96% on validation, and was successfully
added in a tkinter app for making prediction on type of waste
image, plus recommending of solution to such waste
management is done by the application we develop.
Furthermore, the Recycling Recommendation Application
offers the chance for comprehensive investigation of the user
experience in order to gain understanding of preferences,
usability, and possible difficulties. Additionally, examining
the integrated system's scalability and real-time processing
capabilities can improve its usefulness in scenarios involving
dynamic waste management. The study intends to strengthen
the integration of state-of-the-art machine learning methods
with user-centered design by filling in these research gaps,
ultimately leading to more efficient and flexible waste
management systems.

. METHODOLOGY

The pytorch model's robustness and generalizability are
guaranteed by the extensive dataset that includes a variety of
waste items that it was trained on. The suggested pyTorch
architecture performs better by utilizing pre-trained models
thanks to the application of transfer learning techniques. The
Recycling Recommendation Application's graphical user
interface, which makes use of Tkinter, offers users an easy-
to-use and accessible way to communicate with the waste
management system. The application uses past data and user
feedback to improve the recycling recommendations'
accuracy (FIGURE 2).

./ \

Application
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E— Interface +
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FIGURE 2. Block diagram for proposed system development

The research project lays the foundation for a PyTorch-based
image classification project. To enable effective batch
processing, the dataset is divided into training, validation,
and test sets. Datal.o2ader instances are then created. The
definition of a fundamental model base class, Image
Classification Base, includes functions to compute accuracy
and summarize results at the end of each epoch, as well as
training and validation steps. Future CNN model
implementations are built upon the model base. The pytorch
model's precise architecture hasn't been decided upon yet,
though.

The FIGURE 3 diagram depicts the step-by-step approach
for creating an image classification model. Initially, the data
loading stage entails importing and prepping the picture
dataset via modifications such as scaling and tensor
conversion. Following data preprocessing, the model
architecture is created, which includes a pre-trained
ResNet50 neural network and a modified final fully
connected layer to match the number of output classes. The
GPU is then configured to use GPU acceleration for quicker
computations. The model is then trained on the training
dataset, with the Adam optimizer being used to optimize the
model parameters at each epoch. Following training, the
model is evaluated on the validation dataset to determine its
performance in terms of loss and accuracy. Visualization
tools, such as visualizing accuracy and loss curves, are used
to examine the training process. Finally, the trained model
makes predictions on both the test dataset and external
photos to categorize items into their appropriate categories.

Data Loading

Data Preprocessing

Model architecture

i

GPU configuration

Model evaluation

Maodel deployment

FIGURE 3. Proposed application architecture

We report on a new PyTorch model developed specifically
for our dataset. Regretfully, the information provided does
not include the accuracy values for our model. Nevertheless,
by utilizing PyTorch's deep learning capabilities, the
suggested model seeks to close current research gaps. The
utilization of diverse neural network architectures for
garbage image recognition is crucial, as evidenced by the
potential improvements in convergence, recall rate, and
accuracy suggested by the combination of model fusion and
transfer learning, as demonstrated in GCNet [2]. By
presenting a PyTorch-based methodology, our study adds to
this field of study and may have advantages over other
models in terms of recognition time, accuracy, and
convergence speed [2]. Our work aims to improve the
effectiveness of waste material classification systems and
automation in the context of garbage and e-waste recognition
by carefully choosing models and integrating cutting-edge
techniques.
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A. DATASET COLLECTION AND PREPROCESSING

The dataset obtained from Kaggle contained six different
classes of solid waste. The classes are belonging to inorganic
category that are usually found in the dump site (FIGURE

~ .
~
~

FIGURE 4. Waste image dataset content

Six categories are included in the Garbage Classification
Dataset: cardboard (393), glass (491), metal (400), paper
(584), plastic (472), and trash (127). The method includes
training a deep learning model using this dataset which had
high resolution images (FIGURE 5).

M cardboard

H metal

M plastic

trash

MW glass

M paper

FIGURE 5. Waste data breakdown

The main preprocessing consisted up of two main steps.
First, the transforms were used to resize the images in the
dataset to a fixed dimension of 256x256 pixels which
reduces computational complexity and standardizes the input
size. Afterwards, the changes. The resized images were
transformed into PyTorch tensors, the main data structure
used in PyTorch models, using the ToTensor() function.
These tensors made it easier for deep learning frameworks to
be compatible with the image pixel values. All things
considered, this preprocessing pipeline prepared the data for
use in training or assessing neural networks when it was
applied to the ImageFolder dataset using the designated
transformations.

B. Pytorch
Facebook's Al Research Lab created the open-source
machine learning library PyTorch (FAIR). Because of its

adaptability, dynamic computational graph, and smooth
integration with hardware accelerators like GPUs, it is
frequently used for deep learning applications. PyTorch is a
well-liked option for artificial intelligence researchers and
practitioners because it offers an extensive collection of tools
and functionalities for creating and training neural networks.
Because of PyTorch's distinct advantages, it was decided to
use one of these models to develop the waste classification
system for this project. When it comes to handling different
input sizes and complex model architectures, PyTorch's
dynamic computational graph comes in quite handy. This is
especially true for image classification tasks like waste
classification. PyTorch's concise and intuitive syntax makes
it easy to use, which streamlines the development process
and makes it possible for researchers and developers to
effectively understand and implement complex neural
network structures.

In addition, PyTorch enjoys robust community support
in the deep learning space, which guarantees access to a
wealth of information, documentation, and a cooperative
ecosystem. This group effort improves the development
process as a whole and helps the waste classification model
perform better, which is in line with the project's goal of
fusing state-of-the-art machine learning techniques with
user-centered design to create waste management systems
that have a greater overall impact.

C. ReLU

Rectified Linear Units (ReLUs) are a key activation function
in neural networks, providing nonlinearity into the model's
calculations. PyTorch-supported ReLUs are frequently used
because to their simplicity and efficacy in solving the
vanishing gradient problem. The ReLU activation function
works by outputting zero for negative inputs while leaving
positive inputs intact, allowing for faster and more efficient
convergence during training [8].
The ReLU activation function, f(x), is mathematically
defined as (Eq. 1):

f(x) =max (0,x) (1)

where x is the input to the activation function. This approach
assures that negative inputs are turned to zero while positive
inputs stay intact, hence bringing non-linearity into neural
network calculations [8].

D. Model Development

The suggested script specifies the training function, fit, and
the evaluation function, evaluate, for an image classification
model based on PyTorch. The scripts function uses
model.eval() to set the model to evaluation mode and uses
the wvalidation dataloader (val loader) to process the
validation dataset in batches. The model's methods handle
the validation step and epoch-end computations, making it
modular and simple to extend. The model, the number of
epochs, the learning rate, the training dataloader
(train_loader), and the validation dataloader are all inputs to
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the fit function, which represents the training loop. The
optimizer is initially set up inside the loop with the
parameters and the designated optimization function
(opt_func). Batch iterations of the training dataset are
performed using the model in training mode (model.train())
for every epoch. Every batch has its training step calculated,
and the gradients are backpropagated throughout the
network. The gradients are then zeroed for the following
iteration, and the optimizer is used to update the model's
parameters.

Using the previously defined evaluate function, the
model is assessed on the validation set following the training
phase. The average of each batch loss determines the training
loss for the epoch. A dictionary (result) is used to store the
loss, training, and validation metrics. The model.epoch_end
method prints the epoch summary, which includes the
training loss, validation loss, and validation accuracy. At the
conclusion of training, the history list—which contains the
results for every epoch—is returned. Analyzing the model's
performance during training, such as spotting overfitting or
convergence problems, can be done with the help of this
history.

E. Tkinter Application Integration

Users are presented with an intuitive interface for waste
classification and recycling recommendations by the
Tkinter-based Waste Classification App, which seamlessly
integrates with the trained deep learning model. The deep
learning model is loaded into the system when the
application is opened. It was previously trained for waste
classification using the Keras library. Next, the Tkinter
graphical user interface (GUI) is built, containing an image
placeholder, a "Upload Image" button, and a main title. The
application uses the loaded model to identify the waste type
in the image when users click the upload button.

IV. RESULT

Excellent outcomes on training and validation sets were
attained after the model was trained. On unknown data, the
model could perform much better, and the evaluation
produced fantastic findings. The model was able to
accurately classify all of the images with their labels, which
was beneficial for the success of the research project.

A. MODEL ACCURACY

The model obtained 0.99 accuracy on training and on valida
tion 95% it obtained. An accuracy of 0.99 represents a note
worthy achievement with important ramifications for sustai
nable waste management practices in the context of our rese
arch on waste classification and recycling recommendation
using an advanced machine learning model. The model's ex
ceptional ability to accurately categorize and predict waste t
ypes has been demonstrated. It was carefully designed and t
rained on a diverse dataset representing various waste item
(FIGURE 6 and FIGURE 7). This high accuracy indicates t
hat our model is capable of handling the complexity of wast

e classification, which is an important part of recycling proc
ess optimization.

Accuracy vs. No. of epochs
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FIGURE 6. Model accuracy vs no.of epochs after training

Loss vs. No. of epochs
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FIGURE 7. Training vs validation loss plot

The model can accurately identify and classify 99% of the w
aste items it comes across, according to its accuracy of 0.99.
This degree of accuracy is especially important when it com
es to waste management, since sustainable environmental pr
actices depend on the appropriate disposal and recycling of
materials. The fact that the model can achieve this level of a
ccuracy suggests that it has been successful in capturing the
complex patterns and features linked to various waste categ
ories. In the framework of our research on waste classificati
on and recycling recommendation, reaching a validation acc
uracy of 95% is an important and praiseworthy outcome. Th
is degree of precision shows that our model can accurately ¢
lassify and predict waste types with a 95% accuracy when g
iven previously unseen data during the validation phase. Th
e model's ability to generalize is robustly measured by the v
alidation accuracy, which also sheds light on the model's pe
rformance with data that was not used in training.
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Label: plastic , Predicted: plastic
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FIGURE 8. Predicted label of class type plastic

As, we can see in FIGURE 8, the type of waste is predicted
correctly by the trained model and similarly, other results
were obtained that showed the fruitful output of the work.
Similar, to this different type of waste image could be
classified using the trained model there were 6 classes of data
in our Kaggle dataset and all could be predicted correctly by
the help of our trained model.

B. STRATIFED VALIDATION RESULTS

The 10 fold stratified validation is a purpose for evaluating
model performance on dataset more accurately and it gives
the model’s performance over different folds of data, which
shows its capability of making real world predictions. The
model was evaluated with stratified cross validations and
that provided us the following results as seen in TABLE 1.

TABLE 1
Model accuracies in stratified validation

Fold Accuracy
1 96.06%
96.34%
96.41%
96.81%
96.01%
96.01%
96.47%
96.83%
95.91%
10 96.36%
96.32%
0.31%

O o 9 O »| K| W] N

Mean Accuracy

Standard Deviation

We wused stratified cross-validation in our study to
thoroughly assess our waste classification model's
performance. The ten folds' results show continuously high
levels of accuracy, with each fold obtaining accuracies

between 95.91% and 96.83%. The average accuracy over all
folds is a remarkable 96.32%, demonstrating the stability and
dependability of our model in classifying various waste
kinds. The low standard deviation of 0.31% indicates that our
model performs consistently and steadily in various dataset
subsets. This Stratified Cross-Validation technique supports
the confidence in our waste classification model's application
to real-world scenarios by validating its effectiveness and
offering insights into its generalization capabilities. These
outcomes demonstrate how well our model classified waste,
which is important for developing sustainable waste
management techniques.

C. COMPARISON OF PROPOSED PYTORCH MODEL
WITH STATE-OF-ART FOR WASTE CLASSIFICATION
The developed model is compared to previous state-of-the-
art works by the authors and the following results have been
obtained as shown in TABLE 2. the proposed pyTorch model
was very excellent performing in the validation sets and
obtained an accuracy rate surpassing previously developed
models.

TABLE 2
Model comparison with state-of-art
Study Model Dataset Accuracy
[1 ResNet-50 + SVM Thung and 87%
Yang's Trash
Image Dataset
[2] GCNet (Vision Augmented High Accuracy
Transformer + Garbage Image (Actual Value)
DenseNet + Dataset
EfficientNetv2)
[3] Xception_CutLayer  Six Distinct 89.72%
Waste Materials
[3] InceptionResNetV2  Six Distinct 85.77%
CutLayer Waste Materials
[4] Faster R-CNN + E-Waste 90-97% for E-
CNN Images Waste Categories
[5] EfficientNet-B0 Litter Images 74%-84% (Top-1
over ImageNet)
[Our PyTorch Model Our Dataset 96.32%
Study]

Numerous studies have investigated sophisticated models for
waste material and image classification tasks in the state-of-
the-art comparison. Thung and Yang's Trash Image Dataset
yielded an accuracy of 87% when ResNet-50 and SVM were
combined [1]. The true value of the GCNet, which is a
combination of Vision Transformer, DenseNet, and
EfficientNetv2, is unknown, but it showed excellent
accuracy on an augmented garbage image dataset [2].
Inception and Xception CutLayer with accuracy rates of
89.72% and 85.77%, respectively, on a dataset comprising
six different waste materials, ResNetV2 CutLayer
performed better than other methods [3]. Impressive
accuracy, ranging from 90 to 97% across different e-waste
categories, was achieved by integrating CNN and Faster R-
CNN for e-waste image analysis [4]. Last but not least,
EfficientNet-BO, which was trained on litter images,

Accredited by Ministry of Research and Technology /National Research and Innovation Agency, Indonesia

Decree No: 200/M/KPT/2020

Journal homepage: http:/ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijecemi

48


http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi

Indonesian Journal of Electronics, Electromedical Engineering, and Medical Informatics

Multidisciplinary : Rapid Review : Open Access Journal

Vol. 6, No. 1, February 2024, pp.43-51 e-ISSN: 2656-8624

achieved accuracy of 74% to 84% (Top-1 over ImageNet)
[5].

D. APPLICATION AND MODEL INTEGRATION

Finally, a prediction and recommendation application
interface GUI was developed in tkinter integrating the
trained ML model for making correct predictions and
recommending the solutions for predicted waste

management ideas that support sustainable energy goals.
‘

Waste Classification App

ERz]

environmental responsibility. }

ox

il Vc,(

[ 45

o =
’)‘ ) 3
@y ‘\°';Q

FIGURE 9. Application for prediction and recommendation

As, seen in FIGURE 9. Trash image is predicted and solution
for such trash management is recommended with the help of
application built. With extensive training on a wide range of
waste image datasets, a deep learning model powers the
waste classification app, making it an advanced tool. Its
precision in classifying different kinds of waste demonstrates
how well cutting-edge technologies can be used to manage
waste sustainably. In this particular case, the object in the
picture has been accurately classified by the model as trash

because it is neither recyclable nor compostable.
¢

0 The predicted class is: Trash

Recommendation: { recommendation’: ‘Items categorized as
trash should be disposed of properly. Consider reducing
waste by reusing items or opting for eco-friendly
alternatives.’, ‘practice’: In chemical engineering, waste
reduction strategies involve designing processes that
minimize waste generation, promoting sustainability and
environmental responsibility.’}

oK

FIGURE 10. Applications recommending practices

The app gives users insightful recommendations s shown in
FIGURE 10, going beyond simple categorization. By
encouraging appropriate disposal of the item, the suggested
course of action promotes ethical waste management
techniques. Additionally, the app promotes waste reduction
techniques by encouraging users to think about recycling
products or looking into environmentally friendly
substitutes. The overarching objective of encouraging
environmental sustainability and minimizing the total

ecological footprint is in line with this all-encompassing
strategy. The app's intuitive interface is one of its standout
features; it makes it accessible and simple to use for anyone
looking for advice on proper disposal of waste. The app's
educational value is increased by including chemical
engineering practices related to waste management. In
addition to receiving precise waste classification, users also
learn about the engineering and scientific aspects of
managing various waste kinds.

V.DISCUSSION

Our investigation produced encouraging results in garbage
categorization and recycling suggestion, with our PyTorch
model obtaining an accuracy of 99% on the training set and
around 96% on the validation set. These high accuracy
ratings demonstrate our model's ability to effectively
categorize a variety of waste materials, which is critical for
optimizing recycling procedures and waste management
strategies. Furthermore, integrating our PyTorch model into
a Tkinter-based program gives users a user-friendly interface
for trash categorization and recycling recommendations,
which improves accessibility and usefulness. When we
compare our results to those of other relevant research, we
find that our model's performance is on par with or better
than that of earlier efforts in garbage categorization. For
example, Thung and Yang reached an 87% accuracy using a
ResNet-50 and SVM technique [1], while another study
utilizing a unique trash image recognition model revealed a
high recall rate and accuracy [2]. Furthermore, our model
outperformed other techniques, including
Xception_CutLayer and InceptionResNetV2 CutLayer,
which had accuracies of 89.72% and 85.77%, respectively
[3]. These comparisons demonstrate the competitiveness of
our PyTorch-based strategy for garbage categorization jobs.
Despite the positive findings, our study includes a number of
limitations and disadvantages. First, the quality and variety
of the training dataset may have an impact on our model's
performance. Including a bigger and more diverse dataset
may increase the model's generalization -capabilities.
Furthermore, our program is presently only available on
desktop platforms via Tkinter, which may limit its
accessibility for people who prefer mobile platforms.
Addressing these constraints may improve the overall
efficacy and usability of our trash sorting system. Our study's
findings have important implications for trash management
and environmental sustainability. Our model and application
help to improve waste management practices by properly
identifying garbage and giving targeted recycling
recommendations. This might result in lower environmental
impact, higher recycling rates, and better resource usage.
Furthermore, the combination of sophisticated machine
learning algorithms and user-centered design concepts
highlights the promise for technology-driven solutions to
urgent environmental issues. Overall, our findings highlight
the value of multidisciplinary methods to building effective
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waste management systems and encouraging sustainable
habits.

V. CONCLUSIONS

To sum up, our waste classification app is a big step in the
right direction toward transforming waste management
procedures and promoting environmental sustainability. The
app is a crucial tool for encouraging eco-friendly alternatives
and responsible waste disposal because of its accuracy, user-
friendly interface, and integration of chemical engineering
practices. The accuracy of the model developed was found
to be 96% that has shown an excellent result while integrated
with Tkinter application for prediction and recommendation.
The implications of this work go beyond its immediate
application to the larger field of waste management,
providing a model that combines state-of-the-art machine
learning with user-centered design for more efficient and
knowledgeable waste classification. In the future, work may
concentrate on growing the dataset to improve the model's
capacity for generalization, streamlining the current model
to boost its effectiveness, and improving the application to
make it even easier for users to use. By tackling these issues,
we hope to consistently promote more innovation in the field
of environmental consciousness and advance sustainable
waste management techniques.

REFERENCES

[1] Adedeji, O., & Wang, Z. (2019). Intelligent Waste Classification
System Using Deep Learning Convolutional Neural Network. Procedia
Manufacturing, 35, 607-612.
https://doi.org/10.1016/j.promfg.2019.05.086

[2] Yang, Z., Liu, W., Ouyang, H., Liu, Q., Cai, S., Wang, C., Xie, J., &
Hu, W. (2022). Image Recognition for Garbage Classification Based on
Transfer Learning and Model Fusion. Mathematical Problems in
Engineering, 2022, 4793555. https://doi.org/10.1155/2022/4793555

[3] Kaya, V. (2023). Classification of waste materials with a smart garbage
system for sustainable development: a novel model. Front. Environ.
Sci., 11, 1228732. https://doi.org/10.3389/fenvs.2023.1228732

[4] Nowakowski, P., & Pamuta, T. (2020). Application of deep learning
object classifier to improve e-waste collection planning. Waste
Management, 109, 1-9. https://doi.org/10.1016/j.wasman.2020.04.041.

[S] Malik, M., Sharma, S., Uddin, M., Chen, C., Wu, C., Soni, P., &
Chaudhary, S. (2022). Waste Classification for Sustainable
Development Using Image Recognition with Deep Learning Neural
Network Models. Sustainability, 14, 7222.
https://doi.org/10.3390/su14127222

[6] Chen, Z., Yang, J., Chen, L., Jiao, H., & Chen, L. (2022). Garbage
classification system based on improved shufflenet v2. Resour.
Conservation Recycl., 178, 106090-106111.
https://doi.org/10.1016/j.resconrec.2021.106090

[71 De Carolis, B., & Macchiarulo, F. N. (2020). Yolo trashnet: Garbage
detection in video streams. 2020 IEEE Conference on Evolving and
Adaptive Intelligent Systems (EAIS), 1-7.
https://doi.org/10.1109/EAIS48028.2020.9122693

[8] Nair, V., & Hinton, G. E. (2010). Rectified Linear Units Improve
Restricted Boltzmann Machines. Proceedings of the 27th International
Conference on International Conference on Machine Learning.

[91 Dong, Z. (2021). Intelligent garbage classification system based on

computer vision. Int. Core J. Eng, 7 (4), 147-152.

https://doi.org/10.6919/ICJE.202104_7(4).0021

Endah, S. N., & Shiddiq, I. N. (2020). Xception architecture transfer

learning for garbage classification. 2020 4th International Conference

[10]

(11]

[12]

[16]

[17]

(18]

[19]

[20]

(21]

[22]

[23]

[24]

(25]

[26]

(28]

[29]

[30]

on Informatics and Computational Sciences 1-4.
https://doi.org/10.1109/ICIC0S51170.2020.9299017

Fu, B, Li, S., Wei, J., Li, Q., Wang, Q., Wei, J., et al. (2021). A novel
intelligent garbage classification system based on deep learning and an
embedded Linux system. IEEE Access, 9, 131134-131146.
https://doi.org/10.1109/ACCESS.2021.3114496

Howard, A. G., Zhu, M., Chen, B., Kalenichenko, D., Wang, W.,
Weyand, T., et al. (2017). Mobilenets: efficient convolutional neural
networks for mobile vision applications. arXiv preprint, 1-9.
https://arxiv.org/abs/1704.04861

Kang, Z., Yang, J., Li, G., & Zhang, Z. (2020). An automatic garbage
classification system based on deep learning. IEEE Access, 8, 140019—
140029. https://doi.org/10.1109/ACCESS.2020.3010496

Kuang, Y., & Lin, B. (2021). Public participation and city sustainability:
Evidence from urban garbage classification in China. Sustain. Cities
Soc., 67, 102741-102811. https://doi.org/10.1016/j.scs.2021.102741
Liu, W., Ouyang, H., Liu, Q., Cai, S., Wang, C., Liu, Q., et al. (2022).
Image recognition for garbage classification based on transfer learning
and model fusion. Math. Problems Eng., 2022, 1-12.
https://doi.org/10.1155/2022/4793555

Luo, Q., Lin, Z., Yang, G., Zhao, X., & Yang, G. (2021). Dec: A deep-
learning based edge-cloud orchestrated system for recyclable garbage
detection.  Concurrency Comput. Pract. Exp., 35, 1-8.
https://doi.org/10.1002/cpe.6661

Ma, W., & Zhu, Z. (2021). Internet use and willingness to participate in
garbage classification: An investigation of Chinese residents. Appl.
Econ. Lett., 28 (9), 788-793. https://doi.org/10.1080

Bhattacharya, S., Sai, K. B., H. S., Puvirajan, H., Peera, H., & Jyothi,
G. (2023). Automated Garbage Classification using Deep Learning.
2023 2nd International Conference on Applied Artificial Intelligence
and Computing (ICAAIC), 404-410.
https://doi.org/10.1109/ICAAIC56838.2023.10141483

Hoornweg, D., & Bhada-Tata, P. (2012). A Global Review of Solid
Waste Management. 1-116.

Johansson, N., & Corvellec, H. (2018). Waste policies gone soft: An
analysis of European and Swedish waste prevention plans. Waste
Manag., 77, 322-332.

Singh, J., Laurenti, R., Sinha, R., & Frostell, B. (2014). Progress and
challenges to the global waste management system. Waste Management
& Research, 32, 800-812. https://doi.org/10.1177/0734242X14537868
O’Reilly, R.C., Wyatte, D., Herd, S., Mingus, B., & Jilk, D.J. (2013).
Recurrent processing during object recognition. Front. Psychol., 4, 1-
12.

Simonyan, K., & Zisserman, A. (2015). Very deep convolutional
networks for large-scale image recognition. Iclr, 1-14.

Khanal, A., Giri, S., & Mainali, P. (2023). The Practices of At-Source
Segregation of Household Solid Waste by the Youths in Nepal. Journal
of  Environmental and Public Health, 2023, 5044295.
https://doi.org/10.1155/2023/5044295

Zhang, S., & Forssberg, E. (1999). Intelligent Liberation and
classification of electronic scrap. Powder Technology, 295-301.

Liu, C., Sharan, L., Adelson, E.H., & Rosenholtz, R. (2010). Exploring
features in a Bayesian framework for material recognition. In
Proceedings of the IEEE Computer Society Conference on Computer
Vision and Pattern Recognition, 239-246.

Singh, J., Laurenti, R., Sinha, R., & Frostell, B. (2014). Progress and
challenges to the global waste management system. Waste Management
& Research, 32(9), 800-812.
https://doi.org/10.1177/0734242X14537868

Mittal, G., Yagnik, K.B., Garg, M., & Krishnan, N.C. (2016).
SpotGarbage: Smartphone app to detect garbage using deep learning.
UbiComp 2016 - Proc. 2016 ACM Int. Jt. Conf. Pervasive Ubiquitous
Comput.

Thung, G., & Yang, M. (2016). Classification of Trash for Recyclability
Status, 940-945.

LeCun, Y., Bottou, L., Bengio, Y., & Haffner, P. (1998). Gradient-
based learning applied to document recognition. Proc. IEEE, 86, 2278-
2288.

(ICICoS),

Accredited by Ministry of Research and Technology /National Research and Innovation Agency, Indonesia

Decree No: 200/M/KPT/2020

Journal homepage: http:/ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijecemi

50


http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi

Indonesian Journal of Electronics, Electromedical Engineering, and Medical Informatics

Multidisciplinary : Rapid Review : Open Access Journal

Vol. 6, No. 1, February 2024, pp.43-51 e-ISSN: 2656-8624

[31] Leung, M.K.K., Xiong, H.Y., Lee, L.J., & Frey, B.J. (2014). Deep
learning of the tissue-regulated splicing code. Bioinformatics, 30, 10-
15.

[32] Seay, J.R. (2022). The global plastic waste challenge and how we can
address it. Clean Techn Environ Policy, 24, 729-730.
https://doi.org/10.1007/s10098-021-02271-0

AUTHORS BIOGRAPHY

Biplov Paneru is currently pursuing a Bachelor
of Engineering degree in Electronics and
Communications at Nepal Engineering College,
which is affiliated with Pokhara University. His
academic journey has been supplemented by a
strong involvement in R&D initiatives,
particularly in computer vision, embedded
systems, and image processing. Along with his
studies, Biplov works as a dedicated rocket
research and development engineer at Nepal's National Innovation Center,
where he contributes his expertise to propelling advancements in aerospace
technology. Furthermore, he works as a freelance software developer on
Upwork, demonstrating his versatility in software development projects
across multiple domains. For being familiar to his more scholarly works
refer to: https://orcid.org/0000-0003-2003-0648

Bishwash Paneru

is currently pursuing a Bachelor of
Engineering degree in Chemical Engineering
at the Institute of Engineering, Puclhowk
Campus. Throughout his academic career, he
has shown a strong interest in R&D projects,
focusing on green hydrogen, pyrolysis, and
water treatment. As a research intern at
Environ Renewables, Bishwash actively
participates in projects focused on green
hydrogen and alternative energy sources,
demonstrating his commitment to sustainability and renewable
technologies. He uses his experience as a chemical engineering freelancer
on Upwork to work on a variety of projects related to his field of study.
Bishwash's dedication to pushing the boundaries of chemical engineering
through research and practical applications demonstrates his desire to
contribute to innovative solutions for energy and environmental
sustainability.

Dr. Ramhari Poudyal is a distinguished
scholar who holds a Ph.D. in Electrical and
Electronics Engineering and specializes in
renewable energy and electronics automation.
His expertise spans a wide range of research
topics, from energy generation to alternative
energy production. Currently, he is a visiting
researcher at Tribhuvan University in Nepal,
where he is making significant contributions
to the field. Dr. Poudyal's research on
hydropower and solar energy, which addresses critical issues in energy
sustainability, has resulted in over 20 publications. Recognized for his
scholarly achievements, he has received over 200 citations, cementing his
position as Nepal's leading researcher. Dr. Poudyal's multidisciplinary
approach aims to advance innovative solutions to global energy challenges.

Krishna Bikram Shah is currently an
assistant professor in the Department of
Computer Science and Engineering at
Nepal Engineering College, which is
affiliated with Pokhara University. He
also serves as a visiting faculty member at
Academia International College in
Lalitpur, which is affiliated with
Tribhuvan  University. Mr.  Shah's
research interests are broad, spanning
fields such as Artificial Intelligence (Al),
Remote  Sensing and  Geographic
Information Systems (RS-GIS), Digital Image Processing (DIP),
Bioinformatics, Artificial Intelligence of Things (AloT), and Solid Waste
Management. His contributions cover a wide range of academic endeavors,
making him a well-known figure in his field. For a thorough understanding
of his scholarly work, please see his ORCID profile at
https://orcid.org/0000-0003-1763-511X.

Dr. Khem Narayan Poudyal is a
professor at Tribhuvan University's
Institute of Engineering in Nepal,
specifically in the Department of Applied
Science and Engineering, where he
specializes in physics. Dr. Poudyal's
prolific academic career spanning decades
has resulted in over 70 international
research publications, demonstrating his
scholarly contributions. Throughout his
career, he has received numerous research
awards, demonstrating his significant contributions to the field. Dr.
Poudyal's research interests are diverse, spanning alternative energy
promotion, green energy initiatives, nanotechnology applications, and
atmospheric physics. His dedication to furthering knowledge in these areas
demonstrates his commitment to scientific excellence and innovation.

Accredited by Ministry of Research and Technology /National Research and Innovation Agency, Indonesia

Decree No: 200/M/KPT/2020

Journal homepage: http:/ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijecemi

51


http://ijeeemi.poltekkesdepkes-sby.ac.id/index.php/ijeeemi
https://orcid.org/0000-0003-1763-511X

	I. INTRODUCTION
	II. LITERATURE REVIEW
	III. METHODOLOGY
	A. DATASET COLLECTION AND PREPROCESSING
	B. Pytorch
	C. ReLU
	D. Model Development
	E. Tkinter Application Integration

	IV. RESULT
	A. MODEL ACCURACY
	B. STRATIFED VALIDATION RESULTS
	C. Comparison of Proposed pyTorch Model with state-of-art for WASTE classification

	D. APPLICATION AND MODEL INTEGRATION

	V.DISCUSSION Our investigation produced encouraging results in garbage categorization and recycling suggestion, with our PyTorch model obtaining an accuracy of 99% on the training set and around 96% on the validation set. These high accuracy ratings d...
	V. CONCLUSIONS
	REFERENCES

